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Abstract—We propose a broadcast protocol that is based on
a form of cooperative diversity called the Opportunistic Large
Array (OLA). In the initial broadcast, an SNR (“transmissio n”)
threshold is used to define mutually exclusive sets of OLAs,
such that the union of the sets includes all the nodes in the
network. The broadcast protocol then basically alternatesthe
transmitting set of nodes (or OLAs) during each broadcast cycle
and is called Alternating OLA with Transmission Threshold (A-
OLA-T). Under A-OLA-T, broadcasting drains the energies of
the nodes in the network efficiently and uniformly, extending the
network life relative to broadcasts that use simple OLA or non-
alternating OLAs with a transmission threshold. In this paper, we
optimize the A-OLA-T protocol under the continuum assumption
(very high node density).

I. I NTRODUCTION

BROADCASTING is a significant operation, especially in
multi-hop networks [1].Energy-awarebroadcast proto-

cols either minimize the energy consumption [3]-[5] or max-
imize network lifetime [6]-[7]. The objective of minimizing
energy may not be the most efficient for a fixed source
because if all the data packets are routed through the same
minimum energy path, batteries along the path will drain
quickly, while the remaining nodes in the network will remain
intact. During broadcast, the network life can be maximizedby
routing the data packets such that the energy consumption is
balanced among the nodes in the network. There arecoopera-
tive andnon-cooperativealgorithms that extend network life.
Most broadcast algorithms in the current literature are non-
cooperative and indirectly attempt to optimize groups of broad-
casts to meet this objective. In this paper, we present broadcast
strategies for multihop ad hoc and sensor networks that use
cooperative transmission and explicitly optimize groups of
broadcasts to increase the network longevity.

Cooperative transmission strategies provide spatial diversity,
which enables dramatic reduction of the fade margins (i.e.,the
transmit powers) in a multipath fading environment, thereby
saving energy [8], [9]. In [10], a simple cooperative transmis-
sion technique called theOpportunistic Large Array(OLA)
was proposed, in which nodes behave without coordination
between each other, but they naturally fire at approximately
the same time in response to energy received from a single
source or another OLA [11]. All the transmissions within an
OLA are repeats of the same waveform; therefore the signal
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received from an OLA has the same model as a multipath
channel. Small time offsets (because of different distances
and computation times) and small frequency offsets (because
each node has a different oscillator frequency) are like excess
delays and Doppler shifts, respectively. As long as the receiver,
such as a RAKE receiver, can tolerate the effective delay
and Doppler spreads of the received signal and extract the
diversity, decoding can proceed normally. Even though many
nodes may participate in an OLA transmission, energy can still
be saved because all nodes can reduce their transmit powers
dramatically and large fade margins are not needed.

OLA transmission has been proposed for energy-efficient
broadcasting [10], [11], [13]-[15]. [10] and [11] propose what
we refer to in this paper as Basic OLA. In Basic OLA, the
first OLA comprises all nodes that can decode the transmission
from the originating node; then the first OLA transmits and
all nodes that can decode that transmission and that haven’t
decoded that message before, form the second OLA, and so
forth.

The energy efficiency of OLAs can be improved by pre-
venting those nodes from relaying, whose transmissions have
a negligible effect on the formation of the next OLA. A node
that receives much more power than is necessary for decoding
is more likely to be near the source of the message. OLA
with Transmission Threshold (OLA-T) method is simply Basic
OLA with the additional transmission criterion that the node’s
received SNR must belessthan auser-specifiedtransmission
threshold [18], [20], [22]. For a fixed source, such as the fusion
node in a WSN, and for a static network, OLA-T causes the
same subset of nodes to participate in all broadcasts. If we
define network lifetime to be the length of time before the
first node dies (“death” happens when the batteries die), and
we assume that broadcasts are the only transmissions, then
we observe that OLA-T has no advantage over Basic OLA in
terms of network lifetime even though it consumes less total
energy in a single broadcast.

The new broadcast scheme presented in this paper, which
we call Alternating OLA With a Transmission Threshold (A-
OLA-T), is an extension of OLA-T [18], [20], [22]. Unlike the
OLA-based schemes above, our proposed strategy optimizes
groups of broadcasts instead of a single broadcast. The key
parameter is thetransmissionor SNR threshold, which con-
trols the OLA sizes. The optimization involves minimizing the
OLA sizes while utilizing mutually exclusive sets of OLAs



on consecutive broadcasts, thereby balancing the broadcast
load across the network. An important feature that A-OLA-
T inherits from Basic OLA is that no individual nodes are
addressed. This makes this protocol scalable with node density.

II. SYSTEM MODEL

For our analysis, we adopt the notation and assumptions
of [15]. Half-duplex nodes are assumed to be distributed
uniformly and randomly over a continuous area with average
node densityρ. The originating node is assumed to be a point
source at the center of the given network area. We assume a
node candecode and forward(DF) a message without error
when its received signal-to-noise ratio (SNR) is greater than or
equal to a modulation-dependent threshold [15]. Assumption
of unit noise variance transforms the SNR threshold to a
received power criterion, which is denoted as the decoding
thresholdτd. We note that the decoding thresholdτd is not
explicitly used in real receiver operations. A real receiver
always just tries to decode a message. If no errors are detected,
and the message was decoded properly, then it is assumed that
the receiver power must have exceededτd. In contrast, the
Transmission Threshold that we will introduce later is used
explicitly in the receiver to compare against the received SNR.

For simplicity, the deterministic model[15] is assumed,
which means that the power received at a node is the sum of
the powers from each of the node transmissions. This implies
that signals received from different nodes are orthogonal.
The orthogonality can be approximated for example, with
Direct Sequence Spread Spectrum (DSSS) modulation, RAKE
receivers, and by allowing transmitting nodes to delay their
transmission by a random number of chips [16], [21]. Let
the source power be denotedPs, the relay transmit power
be denotedPr, and the relay transmit power per unit area
be denoted byPr = ρPr. We assume a continuum of nodes
in the network, which means that we let the node densityρ
become very large (ρ → ∞) while Pr is kept fixed. Continuing
to follow [15], we assume a non-fading environment. The
loss function in Cartesian coordinates is given byl(x, y) =
(x2 + y2)−1, where(x, y) are the normalized coordinates at
the receiver. As in [15], distanced is normalized by a reference
distance. Received powerPrx, from a node distanced away is
Prx = P0

d2 [15], whereP0 is the power atd = 1. The aggregate
path-loss from a circular disc of radiusx at an arbitrary point

q is given byf(x, q) =

∫ x

0

∫ 2π

0

l(q − r cos θ, r sin θ)rdrdθ

[15]. The received power at a pointq, Pq, is given by

Pq = Pr

∫ x

0

∫ 2π

0

l(q − r cos θ, r sin θ)rdrdθ. (1)

The OLA-T method is simply Basic OLA with the ad-
ditional criterion for relaying that the node’s received SNR
must beless than a specified transmission threshold,τb. The
thresholds,τd and τb, define a range of received powers that
correspond to the “significant” boundary nodes, which form
the OLA. We define the Relative Transmission Threshold
(RTT) asR = τb

τd

. Further, we define Decoding Ratio (DR)

as D = τd/Pr , because it can be shown to be the ratio of
the receiver sensitivity (i.e. minimum power for decoding at a
given data rate) to the power received from a single relay at
the ‘distance to the nearest neighbor,’dnn = 1/

√
ρ. If ρ is a

perfect square, then thednn would be the minimum distance
between the nearest neighbors if the nodes were arranged in
a uniform square grid.

We note that non-orthogonal transmissions in fading chan-
nels produce similarly shaped OLAs [15], therefore the A-
OLA-T concept should work for them as well, although the
theoretical results would have to be modified.

III. A LTERNATING OLA-T (A-OLA-T)

In this Section, we propose the Alternating OLA-T (A-
OLA-T), which improves the network lifetime compared to
Basic OLA and OLA-T. In A-OLA-T, broadcasts are grouped.
Any number of broadcasts may be grouped under the con-
tinuum assumption; with finite node density, smaller group
sizes are expected to be the best to ensure that the OLAs are
populated with a sufficient number of nodes. In this paper, we
consider just two groups, calledBroadcast 1andBroadcast 2.

The idea of A-OLA-T is that the nodes that do not partici-
pate in one broadcast make up the OLAs in the next broadcast.
To ensure that the sets of OLAs during each broadcast are
mutually exclusive, the OLA boundaries should not change
during the two broadcasts. It remains to determine if there exist
OLA radii for A-OLA-T such that both Broadcasts 1 and 2 are
successful, where success means that the broadcasted message
propagates to the edge of the network. Since the boundaries
don’t change, our approach will be to first review the sufficient
condition for Broadcast 1 to be successful. This condition takes
the form of a lower bound onR. A R that satisfies this bound
fixes the boundaries. Next, we derive a necessary and sufficient
condition for Broadcast 2 to also be successful given these
boundaries. The second condition is an upper bound onR.

A. Broadcast 1 (OLA-T) [18]

Broadcast 1 is just OLA-T from previous work [18], which
is summarized as follows.

Let the radii sequences{rd,k} and{rb,k} denote the outer
and inner boundary radii sequences, respectively, for thek-
th OLA ring formed during the Broadcast 1, as shown in the
upper half of Fig. 1(a) (OLAs are indicated with blue shading).
The boundaries can be found recursively using

Pr [f(rd,k, rj,k+1) − f(rb,k, rj,k+1)] = τj , j ∈ {b, d}. (2)

Using the initial conditions,rd,1 =
√

Ps

τd

and rb,1 =
√

Ps

τb

,
the definitions for thek-th OLA using a recursive formula are
given by

r2
d,k =

β(τd)r
2
d,k−1 − r2

b,k−1

β(τd) − 1
, r2

b,k =
β(τb)r

2
d,k−1 − r2

b,k−1

β(τb) − 1
.

(3)
From [18], the closed-form expressions for OLA-T radii are

given by

r2
d,k =

η1A
k−1
1 − η2A

k−1
2

A1 − A2
, r2

b,k =
ζ1A

k−1
1 − ζ2A

k−1
2

A1 − A2
, (4)



where
A1 = α(τd) − α(τb), A2 = 1, (5)

ηi =

{
[Ai + α(τb)]

Ps

τd

− α(τd)
Ps

τb

}
,

ζi =

{
[1 + α(τb)]

Ps

τd

+ [Ai − α(τd) − 1]
Ps

τb

}
,

α(τ) = [β(τ) − 1]−1 , β(τ) = exp
[
τ/(πPr)

]
,

i ∈ {1, 2}, andA1 − A2 6= 0.

From [22], it is learned that a necessary and sufficient
condition to achieve infinite network broadcast with a constant
transmission threshold is the inequality,

2 ≥ exp

(D
π

)
+ exp

(−DR
π

)
, (6)

which takes the form of the following lower bound forR

Rlower bound= (−1)

{
π ln

[
2 − exp

(
D

π

) ]

D

}
. (7)

We observe that whenR → ∞, OLA-T becomes Basic
OLA, and (6) becomes

2 ≥ exp

(D
π

)
, (8)

which is the condition for successful Basic OLA broadcast
[15].

B. Necessary and Sufficient Condition for Broadcast 2 Success

During Broadcast 2, the set of nodes that transmitted during
Broadcast 1 will not transmit and the nodes that did not
participate during the the first broadcast will transmit. Inthe
previous Section, we presented a lower bound onR. In this
Section, we show that an upper bound onR is required for a
successful Broadcast 2.

Fig. 1. Illustration of the A-OLA-T Algorithm with (a) admissibleR, (b)
inadmissibleR.

Fig. 1(a) and (b) illustrate how it is possible to design OLAs
for Broadcasts 1 and 2, to ensure that their propagation is
sustained. The upper part of both drawings corresponds to
Broadcast 1 and the radii are labeled according to (3). The
lower parts of both drawings correspond to Broadcast 2. In Fig.
1(a) the OLA radii are relabeled{vd,k} and{vb,k}, to denote
the outer and inner boundary radii sequences, respectivelyfor
the k-th OLA ring formed during the Broadcast 2. The initial
conditions for the second broadcast arevb,1 = 0, andvd,1 =√

Ps

τb

. In Fig. 1(a), the first OLA during Broadcast 1 is denoted
by OLA 1,1and is defined by the radii pair,{rb,1} and{rd,1}.
On the other hand, the first OLA during Broadcast 2 is denoted
by OLA 1,2and is the circular disk of radius{vd,1}. Let ṽd,2

be the decoding range ofOLA 1,2 during Broadcast 2. The
key idea is that̃vd,2 must be greater thanrb,2. In Fig. 1(a),
this inequality is satisfied, while in Fig. 1(b), it is not. More
generally, the network designer just needs to check that the
decoding range,̃vd,k+1, of the k-th OLA in Broadcast 2 is
always greater thanrb,k+1, for all k. Alternatively, we can
compute the received power atrb,k+1 and confirm that it is
greater than the minimum. Mathematically, we express this as

Pr [f(vd,k, rb,k+1) − f(vb,k, rb,k+1)] ≥ τd. (9)

We then substituterb,k = vd,k andrd,k−1 = vb,k.

Intuitively, we observe that asR becomes very large, the
OLAs during Broadcast 1 become larger and the OLAs of
Broadcast 2 become relatively smaller, as shown in Fig. 1(b).
As a result, the sets of nodes that did not transmit during
Broadcast 1 (or the OLAs during Broadcast 2), eventually
become so small that their decoding range (indicated by the
dashed line in Fig. 1(b)) cannot reach the next Broadcast 2
OLA to sustain propagation. In other words, for a very high
value ofR, thek-th OLA in Broadcast 2 may be so weak that
some nodes betweenvb,2 and vd,2 cannot decode the signal.
When this happens, OLA formations die off during Broadcast
2 and A-OLA-T fails to achieve network broadcast. Thus, it
makes sense forR to have an upper bound. In the remainder
of this section, we provide highlights of a derivation that
guarantees a successful Broadcast 2. The complete derivation
is in [23].

Substitutingrb,k = vd,k and rd,k−1 = vb,k into (9), and
using the same approach as in [18] we can rewrite (9) as
follows.

r2
b,k+1 ≤

β(τd)v2
d,k − v2

b,k

β(τd) − 1
=

β(τd)r
2
b,k − r2

d,k−1

β(τd) − 1
,

⇒ 0 ≤
β(τd)r2

b,k − r2
d,k−1 − (β(τd) − 1) r2

b,k+1

β(τd) − 1
.

Next, we substitute the expressions forrd,k andrb,k from (4).
Using the relation (6), collecting theA1 and A2 terms and
re-arranging, we get



0 ≤
{

Ak−1
1

[(
α(τd) + 1

)
ζ1 − α(τd)η1A

−1
1 − ζ1A1

]

− Ak−1
2

[(
α(τd) + 1

)
ζ2 − α(τd)η2A

−1
2 − ζ2A2

]}
.

Next, we re-write this as shown below.

Ak−1
1 Ω − Ak−1

2 Π ≥ 0. (10)

where

Ω =
(
α(τd) + 1

)
ζ1 − α(τd)η1A

−1
1 − ζ1A1, and

Π =
(
α(τd) + 1

)
ζ2 − α(τd)η2A

−1
2 − ζ2A2.

UsingA2 = 1 from (5), we getΠ = ζ2−η2 = 0, which, when
applied to (10) along withA1 > 1 (proved in [23]), (10) may
be simplified toΩ ≥ 0.

The inequality in (10) implies an upper bound onR, the
closed-form expression for which has been derived in [23] and
is given by

Rupper bound=
π ln(r1)

D , (11)

where

r1 =

β(τd) + 1 +

√(
β(τd) + 1

)2

− 4

2
.

We remark that it is not necessary to assume the same constant
R for both broadcasts or even for a single broadcast [20].
With the flexibility of variable transmission thresholds (τk

b or
Rk), a designer may be able to make the decoding ranges in
Broadcast 2 match up with the boundaries in Broadcast 1.

C. Relationship Between the Bounds and Relay Power

Fig. 2 is a plot of the upper and lower bounds for relative
transmission threshold,R, in dB for A-OLA-T, as a function
of the decoding ratio,D. First, we observe that asD decreases,
the difference between the upper and lower bounds increases.
As an example, for a small decrease inD from 1.2 to 1, the
range ofR increases from[2.1, 2.4] to [1.7, 2.8]. This has
two reasons. DecreasingD could be done by increasing the
Pr, which enables Broadcast 1 to be successful with more
slender OLAs. This corresponds to a decrease of the lower
bound. Fatter Broadcast 2 OLAs more easily reach across the
next pair of boundaries and so this increases the upper bound.
Next, decreasingτd also decreasesD. Decreasingτd decreases
the lower bounds, because a lower value ofτd corresponds to
a lower SNR requirement at the receiving node, and so in
order to meet this power requirement, the OLAs must include
more nodes during Broadcast 1. This is achieved by increasing
R. So, OLAs during Broadcast 1 become thinner but more
powerful, and the OLAs during Broadcast 2 grow thicker.

We also observe from Fig. 2 that the upper and lower bounds
converge asD increases. This also implies an upper bound on
D for A-OLA-T, D(A)

max = τd

Pr

(A)

min

, wherePr
(A)

min is the minimum

Fig. 2. RTT, , in dB, Versus DR for A-OLA-T, . The corresponding to

Fig. 2. RTT,R, in dB, Versus DR for A-OLA-T,D. TheD corresponding to
the intersection of the two curves is theD(A)

max.

value of Pr for a given τd. We were not able to obtain an
exact value ofD(A)

max, however, using numerical analysis we
found D(A)

max ≈ 1.27. We note from (8) thatD has a higher
upper bound for Basic OLA,D(O)

max = π ln(2) ≈ 2.18. For
D > D(A)

max, network broadcast fails for A-OLA-T because the
OLAs die out during Broadcast 2. For A-OLA-T, we have from
D(A)

max that Pr
(A)

min ≃ 0.78τd. For Basic OLA, the minimumPr,

denoted byPr
(O)

min as a function ofτd can be found directly

from (8): Pr
(O)

min = 0.46τd. We observe that A-OLA-T requires
slightly less than double the power of Basic OLA, because it
is using fewer nodes.

Next, we compute the “broadcast life” extension of A-OLA-
T compared to Basic OLA. By broadcast life, we mean the
lifetime of the network if only broadcasts were transmitted.
At a first glance, it might seem that A-OLA-T doubles the
battery life of the sensors in the network compared to Basic
OLA. This is true if A-OLA-T and Basic OLA use the same
Pr. However, this would not be a fair comparison since Basic
OLA can achieve successful broadcast at a lowerPr. Since
for a given protocol, all nodes use the same amount of power
in broadcasts, we assume the broadcast life of the network is
inversely proportional to the time-averaged power transmitted
by each node. For Basic OLA, the time-averaged power is
Pr

(O)
. For A-OLA-T with two sets, the time-averaged power

is Pr

(A)

2 , since each node transmits only every other broadcast.
The ratio of broadcast lives of Basic OLA to A-OLA-T is
therefore2Pr

(O)

Pr

(A) , and the ‘Fraction of Life Extension’ (FLE),

may be defined as

FLE = 2
Pr

(O)

Pr
(A)

− 1. (12)

FLE can be evaluated for any powers that satisfyPr
(A) ≥

0.78τd andPr
(O) ≥ 0.46τd. However, when the the minimum



powers are substituted, then (12) becomes

F̂LE = 2
Pr

(O)

min

Pr
(A)

min

− 1 = 2
D(A)

max

D(O)
max

− 1 ≈ 0.17, (13)

whereF̂LE represents the FLE achieved by A-OLA-T relative
to Basic OLA when both protocols operate in their minimum
power configurations. This means that A-OLA-T can offer a
17% life extension when both protocols are optimized.

Finally, we show that the FLE result is consistent with the
‘Fraction of Energy Saved’ (FES) computed for OLA-T in
[22]. The definition for the FES1 of OLA-T relative to Basic
OLA [22], is

FES = 1 −

(
Energy consumed in one broadcast

)
OLA-T(

Energy consumed in one broadcast
)

Basic OLA

,

= 1 −
Pr

(A)
L∑

k=1

(
r2
d,k − r2

b,k

)

Pr
(O)

r2
d,L

, (14)

whereL is the number of OLAs in the OLA-T network.
If OLA-T operates in the minimum power configuration for

two-set A-OLA-T Broadcast 1, and so uses thePr
(A)

= Pr
(A)

min,
then we know from Appendix B of [23] that the ratio of areas
in (14) is approximately1/2, and we have

FES= 1 − Pr
(A)

min

Pr
(O)

(
1

2

)
= 1 − D(O)

D(A)
max

(
1

2

)
. (15)

So, when Basic OLA is optimized, i.e. whenD(O) = D(O)
max,

(15) can be related to (13)

FESOLA-T =
F̂LE

F̂LE + 1
≈ 0.17

0.17 + 1
= 0.145, (16)

where FESOLA-T describes the FES achieved by OLA-T rela-
tive to Basic OLA. The FES that is computed using (16) agrees
with the value that can be read off the “500 levels” curve of
Fig. 4 of [22] for Decoding Ratio (DR)= D(A)

max = 1.27.

IV. CONCLUSIONS

In this paper, we proposed and analyzed a novel same-
source broadcast strategy that extends the life of a wireless ad
hoc or sensor network by alternating between two mutually
exclusive sets of opportunistic large arrays (OLAs) in pairs
of broadcasts. We showed that A-OLA-T extends the network
life by a maximum of 17% relative to the Basic OLA. Further,
when A-OLA-T is compared to OLA-T, the battery-life of
the nodes is doubled. The key parameter is the transmission
threshold, which was assumed constant for the whole network.
Plans for future work include an analysis of A-OLA-T for
finite densities of nodes, other path-loss exponents, and fad-
ing environments, and a consideration of the limitations of
practical synchronization.

1We note that definition of FES in this paper and in [22] is different from
the definition in [18]-[20]. In [18]-[20], we assumePr for OLA-T and Basic
OLA to be the same.
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